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Abstract. We present in this paper an approach to assessing studaphpases
in the intelligent tutoring system iSTART. The approachaséd on measuring the
semantic similarity between a student paraphrase and ameéetext, called the
textbase. The semantic similarity is estimated using knoveduigsed word relat-
edness measures. The relatedness measures rely on knowhedgecdin Word-
Net, a lexical database of English. We also experiment witlghisg words based
on their importance. The word importance information was @erirom an anal-
ysis of word distributions in 2,225,726 documents from Wédf. Performance
is reported for 12 different models which resulted from cormigrB different re-
latedness measures, 2 word sense disambiguation methodsyamd-@eighting
schemes. Furthermore, comparisons are made to other apprcachesas Latent
Semantic Analysis and the Entailer.
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Introduction

This paper addresses the challenging task of assessirgnsingut in natural language
intelligent tutoring systems. In particular, we focus omleating student input in iS-
TART (Interactive Strategy Training for Active Reading artunking; [8,9]), an ITS that
provides students with reading strategy training. One @fttodules in iISTART focuses
on training students to paraphrase sentences in sciergeaédzd thetextbase (T). As-
sessing the student paraphrases (SP) is a critical stegARiBbecause it is based on
this assessment that the tutoring system could detectpessudent misunderstandings
and provide the necessary corrective feedback.
An example of a textbase and student paraphrase (reprodscgged by the stu-
dent) in iISTART is provided below (from the User Languageaphrase Challenge [7]):
T: During vigorous exercise, the heat generated by working muscles can increase
total heat production in the body markedly.
SP: alot of excercise can make your body warmer.
The challenge is to automatically decide whether the SP iaraphrase of the
textbase T.
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In this paper, the student input assessment problem is rdapye a text-to-text re-
latedness problem. We describe two methods for detectitddeext relations between
texts such as paraphrases. In one method, we compute a seowatept overlap score
by greedily matching each concept in the textbase with th&t netated concept, accord-
ing to a word-to-word relatedness measure, in the SP. In@sgemethod, concepts in
the textbase are weighted by their importance which is eséichusing their specificity.
While we present the methods in the context of assessing SBIART, they are gen-
erally applicable to other texts. In addition, we compae ghoposed methods to other
approaches, namely Latent Semantic Analysis (LSA;[6]) taedEntailer[13,15]. LSA,
a statistical approach, represents texts based on lateo¢pts which are automatically
derived from an analysis of large collection of texts. Theib@dea in LSA is that words
that co-occur frequently in similar contexts are semalijicalated. The Entailer is an
approach that relies on both lexical and syntactic inforomato detect text-to-text se-
mantic relations among sentences. The Entailer, a symépficoach, proved to be quite
successful to assess text relatedness [13,14].

1. Background

Interactive Strategy Training for Active Reading and Thintk(iISTART) is a web-based
application that provides young adolescent to collegatajedents with self-explanation
and reading strategy training [8]. Although untutored-sedblanation - that is, explain-
ing the meaning of text to oneself - has been shown to imprextecomprehension [2],
many readers explain text poorly and gain little from thecpss. iSTART is designed
to improve students’ ability to self-explain by teachingiti to use reading strategies
such as comprehension monitoring, making bridging infeeenand elaboration. Here,
we focus on responses in one of the iISTART modules in whictsthdent is asked to
only paraphrase the text. Hence, our task is to distinguisid dgrom poor paraphrases.
To do so requires capturing some sense of both the meaninguatitly of the student
paraphrases. Latent Semantic Analysis (LSA; [6]) has besed and studied as an im-
portant component in that process. In this paper, we praidaternative solution based
on word relatedness measures computed from knowledgelbes@urces such as Word-
Net. We are interested in finding out how well the text-ralatss measures can help
detect text-to-text semantic relations as compared to L8Athe Entailer.

1.1. Previous Work

There has been a renaissance recently with respect to Exploomputational ap-
proaches to detecting text-to-text semantic relationse fdctent developments were
driven primarily by the creation of standardized data setgtfe major relations of en-
tailment (RTE; Recognizing Textual Entailment corpus),[#araphrasing (MSR; Mi-
crosoft Research Paraphrase corpus, [3]), and more rgdendlaboration (ULPC, User
Language Paraphrase Challenge, [7]). Text B is said to lekahoration of text A if text

B elaborates on the main topic of text A, i.e. adds somethawg ext B is entailed by
text A if A logically infers B. We say A and B are in aantailment relation. Two texts

A and B are in goaraphrase relation if and only if they express the same meaning. We
focus next on the ULPC corpus as we use it in our experiments.



The ULPC data set comprises annotations for all three typeslations (elabora-
tion, entailment, and paraphrase) as compared to MSR andvRildB only focus on one
relation. The corpus contains 1998 textbase-SP pairsatetlérom previous student-
iISTART sessions. The pairs are evaluated on 10 dimensiahsding entailment and
paraphrase quality but also on other quality dimensionk ssayarbage, i.e. incompre-
hensible input. These other quality dimensions are notttekgxt relations but rather
characteristics of a single text, i.e. the SP. The textserMI$SR and RTE data sets, col-
lected from news articles written by professionals, aregnatically correct with almost
no spelling errors and, importantly, with many named esgijte.gMexico. On the other
hand, ULPC texts represent high school students’ atterofssit-explain textbases. The
student paraphrases are less grammatical, with a relatargie number of misspellings,
and no named entities. These characteristics of the ULP@ssmake it special in some
sense and explain some of the choices we made. For instarogp wot use a named
entity recognizer in our methods.

2. Approach

Our approach to detecting text-to-text relations reliesvord relatedness measures. The
word relatedness measures use lexico-semantic informati&ordNet to decide seman-
tic similarity between words. WordNet groups words thatéhétve same meaning, i.e.
synonyms, int@ynsets (synonymous sets). For instance, the synséafféctionate, fond,
lovesome, tender, warm} corresponds to the concept(@ving or displaying warmth or
affection), which is the definition of the concept in WordNet. Each cqndes attached
to it a gloss, which contains its definition and several usagenples. Words can belong
to more than one synset/concept in WordNet, in case theyrmave than one meaning.
Concepts are linked via lexico-semantic relations suchypsrnymy (is-a), hyponymy
(reverse is-a), andmeronymy (part-of). The nouns and verbs are organized into a hier-
archy using the hypernymy relation. A snapshot of the Wotdierarchy is shown in
Figure 1. WordNet contains only content words: nouns, veabigctives, and adverbs.

hypernymy

contractile organ,
hypernymy contractor

Figure 1. A snapshot of the WordNet taxonomy for nouns.

In general, two concepts are semantically more relate@yf #ine closer to each other
in the WordNet web of concepts. In Figure 1, the concegtrfscle, musculus} is more
related to the concept dtontractile organ, contractor} than to{body}. The rationale
is that the former two concepts are dmgoernymy link away whereas the latter two are
four links away (including one change of direction whileléaling the hypernymy link
beteweed body part} and{body}).

There are nearly a dozen WordNet-based similarity measwaakable [12]. These
measures are usually divided into two groups: similarityasees and relatedness mea-



sures. The similarity measures are limited to within-catggoncepts and usually they
work only for the nouns and verbs categories. The text refees measures on the other
hand can be used to compute similarity among words belortgidgferent categories,
e.g. between a noun and an adjective. The cross-categdigaplity is very important

to us because, for instance, the semantic similarity betile® adjectivavarmer in the
SP and the nouheat in the textbase of the example given in tieroduction section can
be computed with relatedness measures but not with sityilaeasures. Therefore, we
focus in this paper on the relatedness measures.

2.1. Word Relatedness Measures

We use the following word relatedness measures (implerdémtae WordNet::Similarity
package [12]): HSO [5], LESK [1], and VECTOR [11]. Given twoovidNet concepts,
these measures provide a real value indicating how senadiptielated the two concepts
are. We denote witlvn — rel(v, w) a generic relatedness function between concepts
andw which would mean any of the three relatedness measures.

The HSO measure is path based, i.e. uses the relations lmetveeepts, and assigns
direction to relations in WordNet. For example, tisea relation is upwards, while the
has-part relation is horizontal. The LESK and VECTOR measures aresgltased. That
is, they use the text of the gloss as the source of meaningdarriderlying concept.

One challenge with the above word-to-word relatedness unegass that they cannot
be directly applied to compute similarity of larger textelsias sentences. We describe
below two methods to extend the word-to-word (W2W) relatedmasasures to text-
to-text (T2T) relatedness measures. The basic idea of thartathods is to compute
the relatedness between the textbase T and SP by averagingaw close individual
concepts in the textbase T are to the student-articulatedegis in the SP. Another
challenge is the fact that texts express meaning using vesrdsiot concepts. To be able
to use the word-to-word related measures we must map worgEnitences to concepts
in WordNet, i.e. we are facing with a word sense disambigumafivVSD) problem. It is
beyond the scope of our investigation to fully solve the WSa&bpem, one of the hardest
in the area of Natural Language Processing. Instead, wessitiie issue in two ways:
(1) map words in the textbase T and SP onto the concept comdsm to their most
frequent sense, which is sense #1 in WordNet, and (2) mapsnorth all the concepts
corresponding to all the senses and take the maximum of ldtedaeess scores for each
pair of senses. We label the former method as ONE (sense whejeas the latter is
labeled as ALL (all senses).

2.2. Methods

Method 1. In this method, a T-SP relatedness scerere(T, SP), is computed by tak-
ing the average of the best W2W relatedness scores betweatbase word and any
word in the SP (see Equation 1). The best score between ad-avat a SP-word is
found by first computing the similarity between the T-wordiall the SP words and
then taking the maximum. For words that have a direct matdharnSP we assign the
maximum relatedness score, which is 1 after normalization.
Method 2. This second method differs from the previous one in thah eward in

the textbase is weighted by its importance, which is appnaxéd by its specificity. That



EveT mazyesp{wn — rel(v,w)}
T

score(T, SP) = (1)

is, more specific terms in the textbase are weighted more spheificity of a word is
estimated using inverse document frequency (idf). The feleeuments a word occurs
in from a large collection of documents the more specific tloedws. Idf is computed
by inverting the document frequency (df) of the word. Df isided from Wikipedia, the
online encyclopedia. Because of the size (2,225,726 BHndbsuments at the time when
we processed it) and diversity of topics in Wikipedia, it ssamed that the derived idf
values are very good estimates of the true idfs of words.

ZveT idf (v) * maz,esp{wn — rel(v,w)}

s ) @

scoreyeighted(T, SP) =

3. Experimental Setup and Results

We used in our experiments the 1998 pairs of Textbase-SReitVser Language Para-
phrase Corpus [7]. The performance of the proposed metkodparted along six of the
ten dimensions of analysis available in the ULPC: elaboratsemantic completeness,
entailment, lexical similarity, and paraphrase qualityshould be noted that some of
these dimensions have meanings in ULPC that need be spexsfibey are not obvious
or differ from definitions used by others. In ULPC, elabaratrefers to SPs regarding
the theme of the textbase rather than a restatement of itu@tompleteness refers to
a SP having the same meaning as the textbase, regardlessdefovstructural-overlap.
This dimension is of most interest to us because it best raatotr goal of detecting se-
mantic similarities among texts. Paraphrase quality takkesaccount semantic-overlap,
syntactical variation, and writing quality. Given theséigiéons, the semantic complete-
ness dimension in ULPC is equivalent to the paraphrase a&i@tuin the MSR corpus
[3].

In our evaluation, we have explored a space of 3x2x2=12 isolsitas a result of
combining three relatedness measures (3 - HSO, LESK, andMaR}, two word sense
disambiguation methods (ONE and ALL), and the two methodth(and without IDF-
weighting) proposed for extending the word relatednesssaorea to work for larger
texts. Performance is first reported in terms of correlatiostween the 12 solutions and
human judgments. Human judgments are available in ULPC @mir@-interval rating
scheme (1-minimum, 6-maximum) for all dimensions. The@ation values are shown
in Table 1 where columns represent the six evaluation diroeasve considered and
rows represent different solutions. For instance, the ralvIBFLESK means a solution
that uses ALL the senses of words to compute word-to-woatedhess, weights words
using IDF values, and applies the LESK relatedness med$m@IDF is mentioned in
the name of a solution but rather a dash (-), e.g. ONE-LESKe#ns no word weighting
was used. We also show correlations for LSA, and three varigiithe Entailer, which



are reported in the ULPC package. We picked these four offgoaches because they
best correlated with human judgments on the six dimensighs [

We also evaluated the 12 solutions in terms of accuracy, wisithe percentage
of correct predictions out of all predictions. In order toasare accuracy, we used the
binary values for human judgments in ULPC (1-3.49 = 0 [low§®6 = 1 [high]). The
accuracy results were obtained using 10-fold cross-védidaln k-fold cross validation
the available data is divided into k equal folds. Then, Kdréaae run, one for each fold. In
each trial one fold is set aside for testing and the other 1) are used for training. The
average of the accuracies for the k trials is reported. Whenl 0, we have 10-fold cross-
validation. The training consists of finding a thresholdueafor a particular solution,
e.g. ONE-LESK, above which a prediction is considered hégia, low otherwise. These
predictions are then compared with the binary human judgsrierorder to compute the
accuracy.

An analysis of the results in Table 1 indicates that a contlminaf IDF weighting
with the VECTOR relatedness measure (both for ONE-sensé\hhesenses methods)
provides best correlations with humans. For instance, thelkation for ONEIDFVEC-
TOR and ALLIDFVECTOR on the semantic completeness are thledst among all the
methods, .603 and .606, respectively. These two solutiomalao the best performers
for entailment and writing quality. Another interestingding is revealed by comparing
the correlations for models that use IDF weighting and thtbs¢ do not. Indeed, us-
ing IDF weighting helps. For example, the correlations fINE¥ECTOR and ONEID-
FVECTOR are .567 and .603, respectively, along the semeoititpleteness dimension.
On the other hand, no real benefit is evident from using alktdreses of words (ALL)
as opposed to using only one sense (ONE) to compute relagddeme small improve-
ments are noticeable though. For instance, correlatiamgahe semantic completeness
dimension for two models that differ only in their word semigambiguation method,
ONEVECTOR versus ALLVECTOR, show an improvement from .56 75(75.

Accuracy results, not shown or discussed for all the 12 swiatand 6 dimensions
due to space reasons, vary within a relatively small rangeinstance, along the seman-
tic completeness dimension, the accuracy scores for thellfians vary from 78.12%
(for ALL-LESK) to 79.47% (ONE-HSO, ONEIDFLESK, or ALLIDFLEK). LSA pro-
vides an accuracy of 77.62% while R-Ent provides 78.47%. #elae approach that
guesses all the time the dominant label in the data provi8e3666 accuracy. We also
noticed that along the elaboration dimension the accuralteg are extremely high for
all 12 explored solutions, LSA, and the Entailer. This islakped by the distribution
of the 1998 pairs along this dimension: 98.29% of the instaraze low. Therefore, the
baseline method that always guesses low elaboration yagl@ecuracy of 98.29%. The
distribution of the low-high instances along many dimensi@ highly biased towards
one of the low or high values. The only balanced dimensiomsde be the paraphrase
quality dimension with 53.90 instances being labeled ak.Hiye to the biases in the
data, kappa coefficient, a measure of agreement betweertted and human judg-
ments that also accounts for chance agreement, vary moppaktakes values between -
1 and 1, with 1 meaning perfect agreement, 0 no agreement]laatfect disagreement.
In our experiments, kappa is nearly 0 (meaning chance agm@rior all the solutions
along the elaboration dimension. For the more balancedrdifoe of paraphrase quality,
kappa varies from 33.52 (F-Ent) to 44.93(for IDFONELESKFA. yields a kappa of
36.14 and the best kappa for an Entailer method is 43.36 tiR-En



Table 1. Correlations between different solutions and human judgsié@ means results are on a subset of
200 pairs; ! - means not significant; * significant at 0.05 lead#llother values are significant at 0.01 level)

Method Elab Sem-C Ent Lex-sm Par-Q W-Q
ONE-HSO -.156 .556 515 791 .318 447
ONE-LESK -.160 .550 .507 .784 .310 441
ONE-VECTOR -.137 .567 531 .800 341 495
ONE-IDFHSO -171 .585 .539 .798 .387 464
ONEIDFLESK -.179 576 .526 792 374 .456
ONEIDFVECTOR  -.149 .603 .563 .812 422 .530
ALL-HSO@ -.238* .459 422 752 .081! 428
ALL-LESK -.146 .560 517 .788 .323 459
ALL-VECTOR -.110 .575 541 791 .362 .529
ALLIDFHSO@ -.233* 476 467 734 .140! 415
ALLIDFLESK -.161 .583 .534 792 .386 A73
ALLIDFVECTOR -.113 .606 .568 794 443 .568
LSA -.175 .555 .535 .804 410 .498
R-Ent =177 .564 512 776 321 425
F-Ent -.212 449 441 726 .269 .405
A-Ent -.204 .529 497 .785 .308 434

3.1. Discussion and Future Work

A qualitative analysis of the various methods we experimeémnith revealed several
important aspects of our evaluation. These aspects magiexgme of the errors pro-
duced by the proposed methoéi&st, the results we reported were obtained on the raw
SP as typed by students, with many typos. These typos leaddl¢d fvord relatedness
measurements which in turn lead to inaccurate estimatesnadustic similarity. It would
be interesting to compare the discussed methods on a typesét of SPSecond, the
W2W relatedness measures do not exploit the full potenti®afdNet lexico-semantic
information as for instancegood andbad are as similar abad andevil. Using VEC-
TOR as the measure, we obtained relatedness values of Md1®&L4 for these pairs
of concepts, respectively. This is simply the case becdnes@/2W relatedness measures
only account for the number and eventually direction of thied but not the label of the
links. Betweengood andbad there is aantonymy relation while betweetad and evil
there is asimilar-to relation. The power of our methods to discover semanticlaiity

is limited by the power of the WordNet relatedness measdiesd, the low kappa val-
ues may suggest that a comparison of the various methoddamcbkd data sets (50-50
split between low and high values) along each of the evalnatimensions may offer a
crisper comparison of the methods. We plan to run such a casopain the future. It

is also worth mentioning that we had difficulties using HS@ambination with ALL
senses (see @ in Table 1).

4. Conclusions

We presented in this paper two methods for assessing steddrgxplanations in the
intelligent tutoring system iSTART. The methods rely on duo-word relatedness mea-



sures and also on word weights derived from Wikipedia. Tloppsed methods are gen-
erally applicable to other types of text although they wemespnted in the context of

iISTART. Word-weighting combined with the VECTOR relateds@neasures best corre-
lated with human judgments.
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